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1. Introduction

The concept of duality in mathematics emerged in the 19th century. After the term duality
was used first in [1], Poincaré [2, 3, 4] used the Betti numbers of a closed orientable
manifold to enunciate and to present a proof of the statement later known as the Poincaré
duality, see Theorem 3.1.

A few years later, Alexander [5] stated and proved it with less restrictive hypothe-
ses. Posteriorly, his study related to the Jordan-Brouwer separation Theorem culminated
in the result known nowadays as the Alexander duality, see Theorem 3.8.

Finally, in 1926 Lefschetz [6], presented a version of Poincaré Duality in geomet-
ric topology, applying to a manifold with boundary. This version was called Lefschetz
duality, see Theorem 3.7.

In the early 1930s, Alexander and Kolmogoroff, independently, found a definition
of cohomology, which was announced at a conference in Moscow in 1935. They also
suggested the existence of a product structure in cohomology that was studied in detail by
Čech and Whitney. This latter determined the relationships and main properties of these
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products and, as a result, obtained different proofs of the Poincaré Duality, presented
in the works [7, 8] and [9]. Thus, the advent of cohomology contributed decisively to
the development of new tools and the evolution of the notations that gave rise to the
modern statements and proofs of the Poincaré, Lefschetz, and Alexander dualities, which
we present in this work.

The development of Poincaré Dualities as sophisticated tools stimulated the study
and classification of topological spaces, sometimes equipped with a differentiable struc-
ture. In this context, naturally arose issues concerning bijectivity between classes of topo-
logical and differentiable structures. For instance:

Are there differentiable manifolds M and N equivalent in the topological sense,
but not in the differentiable sense?

In 1956, Milnor presented the famous paper “On manifolds homeomorphic to the
7-sphere”, [10]. He presented a 7-dimensional smooth manifold homeomorphic to the
standard 7-sphere with a non-equivalent differentiable structure.

The remarkable behavior of these spaces studied by Milnor lead to a specific ter-
minology: exotic spheres. Thus, this term came to be used to denote a smooth manifold
M which is homeomorphic but not diffeomorphic to the standard euclidean n-sphere.

In this way, many issues at the topological and geometric level came up, attributing
the exotic spheres independence, becoming an original field of research, having been the
subject, in many aspects, of several works published in the 1950s and in the following
ones, among which we highlight [11, 12, 13].

The main goal here is to present a detailed survey of the dualities and the im-
portance of these tools on the existence of exotic structures on n-spheres. In this sense,
this paper divide as follows. In Section 2, important concepts and preliminary results are
presented, such as the notion of direct systems, orientation, the fundamental class for a
manifold, and the cohomology with compact support. All the results of section 2 are tools
to build the “Poincaré homomorphism” and prove the Poincaré’s duality in the first part
of Section 3, Theorem 3.1. In the sequence, we state and prove the Lefschetz’s Duality
and Alexander’s Duality, Theorem 3.7 and Theorem 3.8. In the last section of this work,
we cover part of the path followed by Milnor in [14, Chapter 8], where Poincaré duality
is used to ensure necessary and sufficient conditions for the existence of exotic structures
on n-spheres.
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2. Preliminaries

2.1. Direct Systems

In this section, we present an essential notion in Category Theory: the direct system of
abelian groups. It is fundamental in the proof of Poincaré Duality and the proof of its
variations.

To define a direct system, we need a set with a notion of order to serve as a set of
indexes. Let us consider the following definition.

Definition 2.1. A direct set A is a partially ordered set (A,≤) such that for any α, β ∈ A

there is an upper limit γ ∈ A with α, β ≤ γ. A direct system of abelian groups is a col-
lection {Gα, j

β
α}α∈A of abelian groups Gα indexed by a direct set A and homomorphisms

jβα : Gα → Gβ , α ≤ β such that jγβ ◦ jβα = jγα, α ≤ β ≤ γ and jαα = 1, α ∈ A.

Definition 2.2. Let {Gα, j
β
α}α∈A be a direct system of abelian groups. An abelian group

L is called the direct limit of {Gα, j
β
α}α∈A when there is a collection of homomorphisms

{iα : Gα → L}α∈A such that:

(i) For all α ≤ β we have iβ ◦ jβα = iα, i.e., the following diagram is commutative:

Gα Gβ

L

iα

jβα

iβ

(ii) (Universal property) If H is a abelian group and {fα : Gα → H}α∈A is a family
of morphisms such that fβ ◦ jβα = fα with α ≤ β. Then, there exists a unique
homomorphism f : L → H such that f ◦ iα = fα, for all α ∈ A. In other words,
the following diagram is commutative:

Gα Gβ

L

H

jβα

iα

fα

iβ

fβ
f

The homomorphism f : L→ H is denoted by {fα} : L→ H .

Proposition 2.3. Let {Gα, j
β
α}α∈A be a direct system. If (L, iα)α∈A and (L′, iα)α∈A are

direct limits of {Gα, j
β
α}α∈A then L ∼= L′.
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The previous proposition guarantees the uniqueness of the direct limit, up to iso-
morphisms. Consequently, one can denote this limit by

L := lim−→
A

Gα.

The next theorem describes the direct limit of any direct system of abelian groups.

Theorem 2.4. Let {Gα, j
β
α}α∈A be a direct system, iα : Gα →

⊕
α∈A

Gα injections and R

subgroup of
⊕
α∈A

Gα generated by elements of the form iβ ◦ jβα(g) − iα(g), with g ∈ Gα,

for all α ≤ β, α, β ∈ A. Then

lim−→
A

Gα
∼=

⊕
α∈A

Gα

R
,

where the collection
{
iα : Gα →

⊕
α∈A

Gα

R

}
is induced by injections of the same nomencla-

ture iα : Gα →
⊕
α∈A

Gα

R
.

Definition 2.5. A morphism of direct systems

{Gα, j
β
α}α∈A {(Gα)

′, (jβα)
′}α∈A

{ϕα}

is a collection of homomorphisms ϕα : Gα → (Gα)
′, α ∈ A, satisfying (jβα)

′ ◦ ϕα =

ϕβ ◦ jβα, i.e., the diagram below is commutative:

α Gα (Gα)
′

β Gβ (Gβ)
′

(α≤β)

ϕα

jβα (jβα)
′

ϕβ

Whenever there is no risk of confusion, we use the simplest notation {ϕα} : {Gα} →
{(Gα)

′}.

Corollary 2.6. A morphism {ϕα} : {Gα} → {(Gα)
′} of direct systems induces homo-

morphism
lim−→
A

ϕα : lim−→
A

Gα → lim−→
A

(Gα)
′

such that lim−→
A

ϕα ◦ iβ = iβ
′ ◦ ϕβ , for all p ∈ A.

Proof. For each α ∈ A, define fα := iα
′ ◦ ϕα : Gα → lim−→

A

(Gα)
′. Given α ≤ β, α, β ∈ A,
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one has

fβ ◦ jβα = iβ
′ ◦ ϕβ ◦ jβα

= iβ
′ ◦ (jβα)

′ ◦ ϕα
= iα

′ ◦ ϕα
= fα,

i.e., the following diagram is commutative:

Gα Gβ

lim−→
A

Gα

lim−→
A

(Gα)
′

jβα

iα

fα

iβ

fβ

{fα}

The universal property implies the existence of a unique homomorphism {fα} : lim−→
A

Gα →

lim−→
A

(Gα)
′ such that {fα} ◦ iβ = fβ , for all β ∈ A. Considering lim−→

A

ϕα := {fα}, one has

that lim−→
A

ϕα ◦ iβ = iβ
′ ◦ ϕβ , for all β ∈ A.

Corollary 2.7. Assume that {Gα} and {(Gα)
′} are direct systems and fα : Gα → H ,

fα
′ : (Gα)

′ → H ′, α ∈ A are homomorphisms satisfying fβ ◦ jβα = fα, fβ ′ ◦ jβα
′
= fα

′.
Assume that {ϕα} : {Gα} → {(Gα)

′} is a morphism of systems and ϕ : H → H ′

homomorphism such that the diagram below commute for all α ∈ A:

Gα H

(Gα)
′ H ′.

fα

ϕα ϕ

fα
′

Then, the diagram below is commutative.

62



LAJM v.2.n.1 (2023) ISSN 2965-0798

lim−→
A

Gα H

lim−→
A

(Gα)
′ H ′

{fα}

lim−→
A

ϕα ϕ

{fα′}

Proof. Consider the following diagrams:

Diagram 1

Gα Gβ

lim−→
A

Gα

H

H ′

jβα

iα

fα

fα
′◦ϕα

iβ

fβ

fβ
′◦ϕβ

{fα}

ϕ

Diagram 2

Gα Gβ

lim−→
A

Gα

lim−→
A

Gα
′

H ′

jβα

iα

iα′◦ϕα

{fα′}◦iα′◦ϕα=fα′◦ϕα

iβ

iβ
′◦ϕβ

fβ
′◦ϕβ={fβ ′}◦iβ ′◦ϕβ

lim−→
A

ϕα

ϕ
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In Diagram 1, we have {fα}◦iα = fα e ϕ◦fα = fα
′◦ϕα which implies (ϕ ◦ {fα})◦

iα = fα
′ ◦ ϕα, for all α ∈ A. Thus, Diagram 2 and Corollary 2.6 imply that:

lim−→
A

ϕα = iα
′ ◦ ϕα.

In addition, for every α, we have {fα′}◦(iα′◦ϕα) = ({fα′}◦iα′)◦ϕα = fα
′◦ϕα. Therefore,

({fα′} ◦ lim−→
A

ϕα) ◦ iα′ = {fα′} ◦ iα′ ◦ ϕα = fα
′ ◦ ϕα. In words, the diagrams commute.

Finally, the universal property for lim−→
A

Gα implies ϕ ◦ {fα} = {fα′} ◦ lim−→
A

ϕα.

The following proposition gives us a characterization of a direct limit that is cal-
culable. More precisely, we have:

Proposition 2.8. Let {Gα, j
β
α}α∈A be direct system and consider on

⋃
α∈A

Gα the following

equivalence relation:

• Given g ∈ Gα and g′ ∈ Gβ , we have that g ∼ g′ if and only if there is γ ∈ A with
γ ≥ α, γ ≥ β and jγα(g) = jγβ(g

′), where the quotient

Ĝ :=

⋃
α∈A

Gα

∼

has a natural operation

⊕ : Ĝ× Ĝ → Ĝ

({g}, {g′}) 7→ {g} ⊕ {g′} := {jγα(g) + jγβ(g
′)}.

If iα : Gα → Ĝ is defined by iα(g) = {g}, then {Ĝ, iα} is a direct limit of
{Gα, j

β
α}α∈A. In particular, Ĝ ∼= lim−→

A

Gα.

Proof. Let α ≤ β be with α, β ∈ A. Given g ∈ Gα, we have

iβ ◦ jβα(g) = iβ(j
β
α) = {jβα(g)} and iα(g) = {g}.

Since A is a direct set, there is γ ∈ A such that γ ≥ α and γ ≥ β, which implies
α ≤ β ≤ γ. Now, once {Gα}α∈A is a direct system, then jγβ ◦ jβα = jγα where we conclude
that jγα(g) = jγβ(j

β
α(g)). Thus, jβα(g) ∼ g and we have equality {jβα(g)} = {g}, which

implies in iβ ◦ jβα = iα, that is, the diagram
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Gα Gβ

B̂

iα

jβα

iβ

is commutative. Let H be a abelian group and {fα : Gα → H}α∈A a family of homomor-
phisms such that fβ ◦ jβα = fα, with α ≤ β. Define f : Ĝ → H where f({g}) = fα(g),
whenever g ∈ Gα. In order to show that f is well defined, we consider {g}, {g′} ∈ Ĝ

such that {g} = {g′}. We show that f({g}) = f({g′}). Suppose g ∈ Gα and g′ ∈ Gβ .
Once g ∼ g′ then there is γ ∈ A with γ ≥ α and γ ≥ β and jγα(g) = jγβ(g

′). Then,

fα(g) = fγ ◦ jγα(g)

= fγ(j
γ
α(g))

= fγ(j
γ
β(g

′))

= fβ(g
′),

i.e., fα(g) = fβ(g
′). Therefore, f({g}) = fα(g) = fβ(g

′) = f({g′}). In addition, given
α ∈ A and g ∈ Gα, we have

f ◦ iα(g) = f({g}) = fα(g),

i.e., f ◦ iα = fα, for all α ∈ A. We claim that f is unique. Suppose there is h : Ĝ → H

such that h ◦ iα = fα. Then, given α ∈ A and g ∈ Gα, we have the sequence of
equalities h({g}) = h ◦ iα(g) = fα(g) = f({g}) which implies in f = h. Therefore,
(Ĝ, iα) is a direct limit of the system {Gα}α∈A. In particular, Proposition 2.3 gives us
Ĝ ∼= lim−→

A

Gα.

Proposition 2.9. Suppose that {Aα}, {Bα} and {Cα} are direct systems, {ϕα} : {Aα} →
{Bα} and {ψα} : {Bα} → {Cα} are morphisms of direct systems. If for each α ∈ A, the
sequence

Aα Bα Cα
ϕα ψα

is exact, then the sequence

lim−→
A

Aα lim−→
A

Bα lim−→
A

Cα

lim−→
A

ϕα lim−→
A

ψα

is also exact.
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Proof. Consider the limit (Ĝ, iα) ∼= lim−→
A

Gα, given by Proposition 2.8. Note that g ∈ Gα

is such that iα(g) = OĜ if and only if

jγα(g) = OGγ , (1)

for some γ ≥ α. In fact, if iα(g) = 0 then {g} = OÂ = {OGβ}, hence there is γ ∈ A such
that γ ≥ α, γ ≥ β and jγα(g) = jγβ(OGβ) = OGγ . On the other hand, equality (1) implies
jγα(g) = OGγ = jγα(OGα). Thus, we have that the equivalence g ∼ OGα guarantees
equality {g} = {OGα} = OĜ and therefore, iα(g) = {g} = OĜ. Consequently, g ∈
ker(iα) if and only if g ∈ ker(jγα), for some γ. In other words, we have ker(iα) = ker(jγα),
for some γ ∈ A.

Note that
lim−→
A

ψα ◦ lim−→
A

ϕα = lim−→
A

(ψα ◦ ϕα) = 0.

In fact, be α ≤ β in A, we have the following commutative diagram:

α Aα Bα Cα

lim−→
A

Aα lim−→
A

Bα lim−→
A

Cα

β Aβ Bβ Cβ

Aiα

ϕα

Aj
β
α

Biα

ψα

Bj
β
α

C iα

Cj
β
α

Aiβ

ϕβ

Biβ

ψβ

C iβ

Of course, {ψα ◦ ϕα} : {Aα} → {Cα} is a morphism between direct systems , therefore
induces a a unique homomorphism

lim−→
A

(ψα ◦ ϕα) : lim−→
A

Aα → lim−→
A

Cα

such that

lim−→
A

(ψα ◦ ϕα) ◦A iα =C iα ◦ (ψα ◦ ϕα). (2)
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On the other hand,(
lim−→
A

ψα ◦ lim−→
A

ϕα

)
◦A iα = lim−→

A

ψα ◦
(
lim−→
A

ϕα ◦A iα
)

= lim−→
A

ψα ◦ (Biα ◦ ϕα)

=

(
lim−→
A

ψα ◦B iα
)
◦ ϕα

= Ciα ◦ (ψα ◦ ϕα). (3)

From the equations (2) and (3), we have

lim−→
A

(ψα ◦ ϕα) = lim−→
A

ψα ◦ lim−→
A

ϕα.

Since the sequence

Aα Bα Cα
ϕα ψα

is exact for all α, then ψα ◦ ϕα = 0 which implies equality lim−→
A

(ψα ◦ ϕα) = 0. Therefore,

lim−→
A

ψα ◦ lim−→
A

ϕα = 0Ĉ , and Im(lim−→
A

ϕα) ⊆ ker(lim−→
A

ψα).

Finally, suppose {b} ∈ B̂ ∼= lim−→
A

Bα and it is such that lim−→
A

ψ({b}) = 0Ĉ (i.e.,

{b} ∈ ker(lim−→
A

ψα)). Considering b ∈ Bα and the commutative diagram below, for some

β ≥ α:

α Bα Cα

β Bβ Cβ,

(α≤β)

ψα

Bj
β
α Cj

β
α

ψβ

we have

Cjβα ◦ ψα(b) = ψβ ◦Bjβα(b). (4)

Once

Biα : Bα → B̂ ∼= lim−→
A

Bα,

b 7→ {b},
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one has

0Ĉ = lim−→
A

ψα({b})

=

(
lim−→
A

ψα

)
◦B iα(b)

= Ciα(ψα(b)).

Hence, we have that ψα(b) ∈ ker(Ciα). By equation (1) we have Cjβα(ψα(b)) = 0Cα . The
previous equality and the equation (4) implies that ψβ(Bjβα(b)) = 0Cα . Now, the sequence

Aβ Bβ Cβ
ϕβ ψβ

is exact, and since Bjβα(b) ∈ ker(ψβ) = Im(ϕβ) then there is a ∈ Aβ such that ϕβ(a) =
Bjβα(b). Therefore,

lim−→
A

ϕα({a}) = lim−→
A

ϕα ◦A iβ(a)

= Biβ ◦ ϕβ(a)

= Biβ ◦Bjβα(b)

= Biα(b)

= {b},

i.e., lim−→
A

ϕα({a}) = {b} which implies that {b} ∈ Im(lim−→
A

ϕα). Thus, the inclusion

ker

(
lim−→
A

ψα

)
⊆ Im

(
lim−→
A

ϕα

)
,

implies equality

ker

(
lim−→
A

ψα

)
= Im

(
lim−→
A

ϕα

)
.

Thus, we conclude that the sequence

lim−→
A

Aα lim−→
A

Bα lim−→
A

Cα

lim−→
A

ϕα lim−→
A

ψα

is exact.

Corollary 2.10. If {ϕα} : {Gα} → {(Gα)
′} is a morphism of direct systems such that

each ϕα is a monomorphism (resp. epimorphism, resp. isomorphism) then the same is
true for lim−→

A

ϕα.
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Proof. The proof follows directly from the Proposition 2.9.

Proposition 2.11. Assume that (I,≤) is a direct set of indices and {Gα, j
β
α}α∈I is a direct

system of abelian groups. Suppose that J ⊂ I is such that for each α ∈ I there is β ∈ J

with α ≤ β. Then lim−−→
α∈I

Gα = lim−−→
α∈J

Gα. In particular, if I has a maximal element γ (i.e.,

given α ∈ I, α ≤ γ), taking J = {γ}, we have

lim−−→
α∈I

Gα = Gγ.

Proposition 2.12. LetX be a space and {Xα}α∈A a collection of subspaces ofX ordered
by the inclusion relation such that for each compact set K ⊂ X , there is γ ∈ A with
K ⊂ Xγ . Be jβα : Xα → Xβ and iα : Xα → X the inclusions (α ≤ β). Consequently,
fixed p ∈ Z∗ andG an abelian group, the abelian groupsHp(Xα, G) and homomorphisms
jβα∗ : Hp(Xα, G) → Hp(Xβ, G) form a direct system of abelian groups

{
Hp(Xα, G), j

β
α∗

}
α∈A .

In addition, the induced homomorphism

{iα∗} : lim−→α
Hp(Xα, G) → Hp(X,G)

is an isomorphism, for all p ∈ Z∗.

2.2. Orientable manifolds and the fundamental class

Definition 2.13. Given a space X and a point x ∈ X , the local homology group of x in
X are the groups Hn(X,X \ {x}).

Note that given an open neighborhood Ux of x, the Excision Theorem guarantees
the existence of an isomorphism Hn(X,X \ {x}) ∼= Hn(Ux, Ux \ {x}). Thus, the local
homology group depends only on the local topology of X close to x.

Also, if f : X → Y is a homeomorphism then it induces an isomorphism fn∗ :

Hn(X,X \{x}) → Hn(Y, Y \{f(x)}), for all x ∈ X and for all n. Consequently, groups
of local homology are used to tell us when spaces are not locally homeomorphic at certain
points.
Definition 2.14. A n-dimensional manifold (or n-manifold) is a Hausdorff space M

where each point has an open neighborhood homeomorphic to Rn.

Note that the Excision Theorem guarantees thatHi(M,M\{x},Z) ∼= Hi(Ux, Ux\
{x}). SinceUx ∼= Rn, we haveHi(Ux, Ux\{x}) ∼= Hi(Rn,Rn\{0},Z). Now, considering
the sequence of the pair (Rn,Rn \ {0}) and the fact that Rn is contractible, we have that
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Hi(Rn,Rn \ {0} ∼= Hi−1(Rn \ {0},Z). Finally, since Rn \ {0} ∼= Sn−1, we conclude
that Hi(M,M \ {x},Z) ∼= Hi−1(S

n−1,Z). Thus, the dimension of M is intrinsically
characterized by the fact that that for x ∈ M , the local homology group Hi(M,M \
{x},Z) is nonzero only when i = n.

Definition 2.15. A n-manifold M is said to be closed if it is compact and without bound-
ary.

The Poincaré duality states that for a closed n-manifold and orientable there are
isomorphisms Hn(M,Z) ∼= Hn−p(M,Z), for all p ∈ Z+.

By convention, cohomology and homology groups of negative dimension are zero.
So a duality statement includes the fact that any non-trivial cohomology and homology
groups of M occur for dimension between 0 and n.

In what follows, we begin the discussion necessary to present the definition of
orientation for a n-manifold M .

Recall that Hn(Rn,Rn \ {x}) ∼= Hn−1(Rn \ {x}) ∼= Hn−1(S
n−1) ∼= Z, where

Sn−1 is the sphere with center in x. With this in mind, we present the next definition.

Definition 2.16. An orientation of Rn at a point x ∈ Rn is a choice of the generator of
the infinite cyclic group Hn(Rn,Rn \ {x}).

Let p : Rn → Rn be a rotation, r : Rn → Rn a reflection and x ∈ X . Consider
the induced homomorphisms pn∗ , r

n
∗ : Hn(Rn,Rn \ {x}) → Hn(Rn,Rn \ {x}). If α ∈

Hn(Rn,Rn \ {x}) is a generator, we can show that pn∗ (α) = α and rn∗ (α) = −α, i.e., the
orientation α of Rn at a point x is preserved by rotations and inverted by reflections, just
like R2 with the notions of clockwise and counterclockwise.

Remark 2.17. Set arbitrarily x ∈ Rn. Note that the choice of a generator αx ∈
Hn(Rn,Rn \ {x}) determines, for each y ∈ Rn, the choice of a generator αy ∈
Hn(Rn,Rn \ {y}), via canonical isomorphisms Hn(Rn,Rn \ {x}) ∼= Hn(Rn,Rn \B) ∼=
Hn(Rn,Rn \ {y}), where B is a closed ball containing x and y. In other words, an orien-
tation of Rn at a point x, determines an orientation at each other point y ∈ Rn.

Definition 2.18. A local orientation of M at a point x ∈ M is a choice of a generator µx
of the cyclic group Hn(M,M \ {x}).
Notation 2.19. Next, we use the following simpler notations:

Hn(X,X \ A) = Hn(X | A),

or, more generally
Hn(X,X \ A;G) = Hn(X | A;G).

Finally, if M is a n-manifold and x ∈M , we denote Hn(M,M \ {x}) = Hn(M | x).
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By Excision Theorem, Hn(X | A) depends only on a closure neighborhood of the
A from A in X . Thus, it makes sense to see Hn(X | A) as a local homology of X in A.

We now define a global orientation in a n-manifold M , which should be a consis-
tent choice of an orientation at each point in the manifold.

Definition 2.20. A Z-orientation (or simply, orientation) on a n-dimensional manifoldM
is a function

θM : M →
⋃
x∈M

Hn(M | x)

x 7→ θM(x) = µx

that associates with each x ∈ M a local orientation µx ∈ Hn(M | x) satisfying the
following condition, known as Local Consistency Condition, or simply, LC:

LC: For each x ∈ M , there is a neighborhood URn ⊂ M homeomorphic to Rn, via
homeomorphism ϕ : URn → Rn, and an open set Bx ⊂ URn , homeomorphic to an
open ball Bϕ(x) ⊂ Rn of center ϕ(x) and finite radius, such that for each y ∈ Bx,
the orientation µy ∈ Hn(M | y) is an image of a generator µBx ∈ Hn(M | Bx)

under the natural map ψy : Hn(M | Bx) → Hn(M | y).

When there is an orientation for M , we say that M is orientable.

Let M be a orientable n-manifold and x ∈ M , ϕ : URn → Rn a homeomorphism
and Bx ⊂ URn homeomorph to an open ball Bϕ(x) ⊂ Rn, as described above. Next, we
use the following commutative diagram to ensure that the Local Consistency Condition
holds:

µx Hn(M | x) Hn(M | Bx) Hn(M | y) µy

Hn(URn | x) Hn(URn | y)

g1(µx) ∈ Hn(Rn | ϕ(x)) Hn(Rn | Bϕ(x)) Hn(Rn | ϕ(y)) ∋ g2(µy)

g1

∼=Excision

ψx ψy

∼= (ϕ|Bx
)n∗

∼= Excision

g2

∼=ϕn∗ ∼= ϕn∗

G1

∼=
G2

∼=

Once x ∈ Bx, we have that µx = ψx(µBx). Also, given y ∈ Bx we have µy = ψy(µBx).
These orientations in x and y induce orientations g1(µx) and g2(µy) from Rn in ϕ(x) and
ϕ(y) via the isomorphisms g1 and g2, respectively.
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Note that ϕ(x), ϕ(y) ∈ Bϕ(y) and by Remark 2.17, G2(G1(g1(µx))) ∈ Hn(Rn |
ϕ(y)) is an orientation of Rn in ϕ(y). Since the diagram above is commutative, we have
µx = ψx(µBx) = g−1

1 ◦G−1
1 ((ϕ|Bx )

n
∗ (µBx)) and consequently,

G1(g1(µx)) = (ϕ|Bx )
n
∗ (µBx). (5)

Moreover, µy = ψy(µBx) = g−1
2 (G2((ϕ|Bx )

n
∗ (µBx)), therefore, g2(µy) =

G2((ϕ|Bx )
n
∗ (µBx). So, the last equation and (5) imply that

g2(µy) = G2(G1(g1(µx))),

i.e., the orientation G2(G1(g1(µx))) of Rn in ϕ(y) induced by the orientation of Rn in
ϕ(x) is compatible with the orientation of Rn in ϕ(y) induced by orientation µy of M in
y induced by g2.

In other words, ifM is orientable then for each x ∈M , there is a neighborhoodBx

of x in M such that for each y ∈ Bx the orientation g2(µy) is induced by the orientation
g1(µx), and that is exactly the meaning of the term “local consistency”.
Example 2.21. If M is simply connected, or more generally, if π1(M) don’t have index
two subgroups, then M is orientable. See [15, Proposition 3.25]

We can generalize the definition of orientation by replacing the ring Z with any
commutative ring with unit R.
Definition 2.22. An R-orientation in M is a function

θRM : M →
⋃
x∈M

Hn(M | x,R)

x 7→ θRM(x) = µRx

that associates each x a generator µRx of Hn(M | x,R) ∼= R satisfying a corresponding
local consistency condition, where µRx is an element R such that R · µRx = R.

Since we assume that R has an identity element 1R ∈ R then there is b ∈ R such
that 1R = µRx b. Therefore, µRx is an invertible element of R.

It is important to note that every orientable n-manifold M is also R-orientable.
Otherwise, ifM is non-orientable, then it isR-orientable if and only if the ringR contains
a unity of order 2. An immediate consequence of this fact is that every manifold is Z2-
orientable. Consequently, the most important R-orientation cases occur when R = Z or
R = Z2.

We end this section by defining the fundamental class for a manifold M , which is
decisive for the Poincaré Duality. Before that, we consider the following lemma.
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Lemma 2.23. [15] Let M be a n-manifold and A ⊂M a compact subset. Then:

(a) Hp(M | A,R) = 0, for all p > n. Also, given [φ] ∈ Hn(M | A,R) we have
[φ] = 0 in Hn(M | A,R) if and only if, considering the homomorphisms

ψx : Hn(M | A,R) → Hn(M | x,R),

we have that ψx([φ]) = 0, for all x ∈ A.
(b) There is a single class [αA] ∈ Hn(M | A,R) such that ψx([αA]) = θRM(x), for

each x ∈ A.
Definition 2.24. Let M be a n-manifold. For each x ∈M , consider the homomorphisms
ψx : Hn(M,R) → Hn(M | x,R). An element [M ] ∈ Hn(M,R) such that ψx([M ]) = µx

is a generator of Hn(M | x,R) is called a fundamental class for M with coefficients in
R.
Theorem 2.25. [15] Let M be a connected closed n-manifold. If M is R-orientable then
the homomorphism ψx : Hn(M,R) → Hn(M | x,R) ∼= R is an isomorphism, for every
x ∈M .

Consequently, if M is a connected closed n-manifold and R-orientable, Theorem
2.25 guarantees the existence of a fundamental class [M ] ∈ Hn(M,R). On the other
hand, in [15] one can see in the case where M is a n-manifold without boundary, if there
is a fundamental class [M ] ∈ Hn(M,R), then M is compact and R-orientable.

2.3. Cohomology with compact support

In order to make clear both the statement and the proof of Poincaré’s Duality in its most
general version, we need to consider cohomology groups with compact support.

We begin by considering X a topological space and defining the set

A = {K ⊂ X |K is a compact subset of X}.

The inclusion relation determines about A a partial order relationship. Since the union
of two compacts sets is compact, for any K,L ∈ A, one has that T := K ∪ L ∈ A,
K ≤ T and L ≤ T . Therefore, (A,≤) is a direct set. Consider inclusion jLK : K → L.
Since K ≤ L, we have that X \ L ⊂ X \ K. Fixed p ∈ Z∗ and G an abelian group,
we can associate with each inclusion jLK , the natural homomorphism of abelian groups
jLK

∗
: Hp(X,X \K;G) → Hp(X,X \L;G) (induced by j : (X,X \L) → (X,X \K)).

It is possible to show that jTL
∗ ◦ jLK

∗
= jTK

∗, K ≤ L ≤ T and jKK
∗
= 1, for all K ∈ A.

Thus, {Hp(X,X \ P ;G), jLK
∗}K∈A is a direct system of abelian groups.

By Excision Lemma, the group Hp(X,X \ K;G), where K is a compact set,
depends only on a neighborhood of K in X (assuming that X is Hausdorff, we have that
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K is a closed set). Let us shorten the notation by writing

Hp(X,X \K;G) = Hp(X | K;G).

Definition 2.26. We define

Hp
c (X;G) = lim−→

K

Hp(X | K;G)

as the cohomology group with compact support. Notice the similar notation used for local
homology. One can think of homology groups with compact support as the limit of these
”local cohomology groups in compact subsets´´.
Remark 2.27. (a) The Proposition 2.8 provides us with the following alternative de-

scription for the cohomology group with compact support:

Hp
c (X,G) =

⋃
K∈A

Hp(X | K;G)

∼
.

Therefore, for each element φ ∈ Hp
c (X,G), there are a compact set K ∈ A and a

element αφ,K ∈ Hp(X | K;G) such that φ = {αφ,K}, where “{ }” represents
the class of the element αφ,K according to the equivalence relation “∼” given by
Proposition 2.8.

(b) Proposition 2.11 implies that for compact spaces X , fixed p ∈ Z non-zero and G
an abelian group, we have that Hp

c (X,G) = Hp(X,G).

The next proposition is useful to prove a weaker version of Poincaré Duality (see
Proposition 3.5).
Proposition 2.28. Let X = Rn and G = Z. For any n ∈ N, we have

Hp
c (Rn) =

Z; if p = n

0; if p ̸= n
.

Proof. We know that Hp
c (Rn) = lim−−−→

K∈A
Hp(Rn | K), where A = {K ⊂ Rn :

K is compact}. Consider the set

A′ := {B[0, l] ⊂ Rn : l ∈ N, B[0, l] is the closed ball with center at origin and radius l} .

Note that A′ ⊂ A. Also, given K ∈ A, there is lK ∈ N such that B[0, lK ] ∈ A′ and
K ⊂ B[0, lk]. Thus,

lim−−−−−−→
B[0,l]∈A′

Hp(Rn | B[0, l]) = lim−−−→
K∈A

Hp(Rn | K).
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Therefore,

Hp
c (Rp) = lim−→

A′
Hp(Rn | B[0, l]) = lim−−→

l∈N
Hp(Rn | B[0, l]). (6)

On the other hand, we have Hp(Rn | B[0, l]) ∼= Hp(Rn | {x0}) ∼= Hp−1(Rn | {x0}) =
Hp−1(Sn−1). Consequently,

Hp(Rn | B[0, l]) ∼=

Z; if p = n

0; if p ̸= n
. (7)

Hence, (7) and (6) imply

Hp
c (Rn) ∼=

Z; if p = n

0; if p ̸= n
.

3. The Poincaré Duality and its variations

In this section, we use the cap product to state the Poincaré Duality as it has been done in
[15].

3.1. Poincaré Duality

Let R be a commutative ring with unit, M a n-manifold possibly non-compact, con-
nected and R-orientable. We start this section by building a dual homomorphism be-
tween the cohomology groups with compact supportHp

c (M ;R) and the homology groups
Hn−p(M ;R) for all p ∈ Z+, as follows:

(1) For compact subsets K,L of M , with K ⊂ L, we consider the inclusion iLK :

K ↪→ L and the associated homomorphisms iLK∗ and iLK
∗, induced by inclusion

i : (M,M \ L) → (M,M \K), we get the following diagram:
Hn(M | L,R) × Hp(M | L,R) Hn−p(M,R)

Hn(M | K,R)×Hp(M | K,R) Hn−p(M,R)

iLK∗

⌢

⊮Hn−p(M,R)

⌢

iLK
∗

(2) By item (b) of Lemma 2.23, there are unique elements µK ∈ Hn(M | K;R) e
µL ∈ Hn(M | L;R) such that ψKx (µK) = µx and ψLy (µL) = µy, for any x ∈ K

and y ∈ L, where ψKx : Hn(M | K;R) → Hn(M | x,R), ψLy : Hn(M |
L;R) → Hn(M | y,R), µx ∈ Hn(M | x,R) and µy ∈ Hn(M | y,R) are
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orientations of M at each point x ∈ K e y ∈ L, respectively. By uniqueness, we
have iLK∗(µL) = µK .

(3) Given α ∈ Hp(M | K;R), it is possible to show that

iLK∗(µL)⌢ α = µL ⌢ iLK
∗
(α).

Therefore, once iLK∗(µL) = µK we get

µK ⌢ α = µL ⌢ iLK
∗
(α) ∈ Hn−p(M ;R),

for all α ∈ Hp(M | K;R)

(4) Let A := {L ⊂ M |L is compact}. We consider for each K ∈ A the homomor-
phism

DK : Hp(M | K;R) → Hn−p(M ;R)
α 7→ µK ⌢ α

We define GK := Hn−p(M ;R), for all K ∈ A and ΘL
K := ⊮Hn−p(M ;R), for all

K,L ∈ A with K ⊂ L. We know that {GK ,Θ
L
K}K∈A is a direct system of abelian

groups and
Hn−p(M,R) = lim−→

K

GK .

Now, we consider the map

{DK} :
{
Hp(M | K,R); iLK

∗}
K∈A →

{
GK ,Θ

L
K

}
K∈A

as being the collection of homomorphisms DK as defined above.

(5) Let us show that {DK} is a homomorphism of direct systems. In fact, for all
α ∈ Hp(M | K,R), we have that

ΘL
K(DK(α)) = ΘL

K(µK ⌢ α) = µK ⌢ α = µK ⌢ iLK
∗
(α) = DL

(
iLK

∗
(α)

)
,

that is, the diagram

K Hp(M | K,R) GK = Hn−p(M,R)

L Hp(M | L,R) GL = Hn−p(M,R)

K⊂L

DK

iLK
∗

ΘLK

DL

is commutative and ΘL
K ◦DK = DL ◦ iLK

∗.

(6) Corollary 2.6 guarantees that homomorphism of direct systems {DK} induces a
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homomorphism

lim−→
K

DK : lim−→
K

Hp(M | K;R) → lim−→
K

GK . (8)

Once lim−→
K

Hp(M | K;R) = Hp
c (M ;R), after we denote DM = lim−→

K

DK , we get

from (8) the desired dual homomorphism:

DM : Hp
c (M ;R) → Hn−p(M ;R).

Since Hp
c (M ;R) is a direct limit, Remark 2.27 and Corollary 2.6 ensure the exis-

tence of a collection of homomorphisms

ηK : Hp(M | K;R) → Hp
c (M ;R)

α 7→ {α},

satisfying DM ◦ ηK = DK , for all K ∈ A. Finally, for all φ ∈ Hp
c (M ;R), we have that

DM(φ) = DM ({αφ,K}) = DM(ηK(αφ,K)) = DK(αφ,K) = µK ⌢ αφ,K .

Concerning the dual map, from now on, we denote DM(φ) = µK ⌢ φ.

Now, we are ready to enunciate Poincaré’s Duality Theorem:

Theorem 3.1 (Poincaré Duality). Let M be an R-orientable n-manifold. The dual homo-
morphism DM : Hp

c (M,R) → Hn−p(M,R) is an isomorphism for all p ∈ Z+.

To demonstrate Theorem 3.1, we need some preliminary results. We start with the
following technical lemma:
Lemma 3.2. [16] If M is the union of two open sets U e V , i.e., M = U ∪ V , then the
diagram below:

· · · Hp
c (U ∩ V ) Hp

c (U)⊕Hp
c (V ) Hp

c (M) Hp+1
c (U ∩ V ) · · ·

· · · Hn−p(U ∩ V ) Hn−p(U)⊕Hn−p(V ) Hn−p(M) Hn−p−1(U ∩ V ) · · ·

DU∩V DU⊕−DV DM DU∩V

is commutative and its horizontal lines are exact.

Proof. Let K ⊂ U and L ⊂ V compact sets in U and V , respectively. Keeping the
Theorem 3.9 (b) in mind, we take X = A = B = M , C = M \ K, D = M \ L and
Y = C ∪D. Thus, Y = M \ (K ∩ L), C ∩D = M \ (K ∪ L), X = M , A ∪ B = X

and A ∩ B = M . These sets give rise to Mayer-Vietoris sequences, where the first is the
relative sequence for cohomology
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· · · Hp(M | K ∩ L) Hp(M | K)⊕Hp(M | L) Hp(M | K ∪ L) · · ·Ψp Φp ∆p

The second one is a Mayer-Vietoris sequence for homology:

· · · Hn−p(U ∪ V ) Hn−p(U)⊕Hn−p(V ) Hn−p(M) · · ·ψn−p ϕn−p ∆p

Now we take X = M , A = M \ (K ∩ L) and U = (M \ V ) ∪ (M \ U) and
consequently, (X,A) is such that Ū ⊂ intA,X\U = U∩V andA\U = (U∩V )\(K∩L).
Thus (X \ U,A \ U) ↪→ (X,A) induces an isomorphism

α : Hp(M | K ∩ L) −→ Hp(U ∩ V | K ∩ L),

and making other suitable choices, we obtain the isomorphism

β : Hp(M | K)⊕Hp(M | L) −→ Hp(U | K)⊕Hp(V | L).

Now, we can consider the dual homomorphisms induced by the cap products:
µK∩L ⌢ , µK ⌢ ⊕−µL ⌢ and µKU ⌢ , i.e.,

DK∩L : Hp(U ∩ V | K ∩ L) −→ Hn−p(U ∩ V )

φ 7−→ µK∩L ⌢ φ;

DK ⊕ (−DL) : H
p(U | K)⊕Hp(V | L) −→ Hn−p(U)⊕Hn−p(V )

(φ, ψ) 7−→ (µK ⌢ φ)⊕ (−µL ⌢ ψ);

DK∪L : Hp(M | K ∪ L) −→ Hn−p(M)

φ 7−→ µK∪U ⌢ φ.

We can see that the below diagram is commutative:

· · · Hp(M | K ∩ L) Hp(M | K)⊕Hp(M | L) Hp(M | K ∪ L) Hp+1(M | K ∩ L) · · ·

Hp(U ∩ V | K ∩ L) Hp(U | K)⊕Hp(V | L) Hp+1(U ∩ V | K ∩ L) · · ·

· · · Hn−p(U ∩ V ) Hn−p(U)⊕Hn−p(V ) Hn−p(M) Hn−p−1(U ∩ V ) · · ·

Ψp

α∼=

Φp

β∼=

∆p

DK∪L

∼=

DK∩L DK⊕(−DL) DK∩L

ψn−p φn−p ∆p
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and rewrite it, up to isomorphisms, as follows:

· · · Hp(U ∩ V | K ∩ L) Hp(U | K)⊕Hp(V | L) Hp(M | K ∪ L) · · ·

· · · Hn−p(U ∩ V ) Hn−p(U)⊕Hn−p(V ) Hn−p(M) · · ·

ψK∩L

DK∩L

φK,L

DK⊕(−DL) DK∩L

ψn−p ϕn−p

where the horizontal lines are sequences of Mayer Vietoris, therefore exact.
We have that each compact set in U ∩ V is contained in the intersection K ∩ L of

the compact set K ⊂ U and L ⊂ V . Similarly, each compact set U ∪ V is contained in
the union K ∪ L of the compact set K ⊂ U and L ⊂ V . Therefore, we can consider the
direct systems of abelian groups and homomorphisms of direct systems:

· · · {Hp(U ∩ V | K ∩ L)}K∩L∈A {Hp(U | K)⊕Hp(V | L)}K,L∈A {Hp(M | K ∪ L)}K∪L∈A · · ·

· · · {Hn−p(U ∩ V )} {Hn−p(U)⊕Hn−p(V )} {Hn−p(M)} · · ·

{ψK∩L}

{DK∩L}

{φK,L}

{DK⊕(−DL)} {DK∩L}

{ψn−p} {ϕn−p}

Passing the limit on the compact set K ⊂ U and L ⊂ V and using Proposition 2.9, we
have that the following diagram is commutative with exact lines:

· · · Hp
c (U ∩ V ) Hp

c (U)⊕Hp
c (V ) Hp

c (M) Hp+1
c (U ∩ V ) · · ·

· · · Hn−p(U ∩ V ) Hn−p(U)⊕Hn−p(V ) Hn−p(M) Hn−p−1(U ∩ V ) · · ·

lim−−−→
K∩L

ψK∩L

DU∩V = lim−−−→
K∩L

DK∩L

lim−−→
K,L

φK,L

DU⊕(−DV ) DM= lim−−−→
K∪L

DK∪L DU∩V

where DU ⊕ (−DV ) = lim−→
K

DK ⊕ lim−→
L

(−DL).

Lemma 3.3. Let M be a connected n-manifold and R-orientable such that M = U ∪ V ,
where U and V are open sets such that

DU : Hp
c (U) −→ Hn−p(U)

DV : Hp
c (V ) −→ Hn−p(V )

DU∩V : Hp
c (U ∩ V ) −→ Hn−p(U ∩ V )

are isomorphisms. Then DM : Hp
c (M) −→ Hn−p(M) is an isomorphism.

Proof. Indeed, by Lemma 3.2, there is a commutative diagram
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· · · Hp
c (U ∩ V ) Hp

c (U)⊕Hp
c (V ) Hp

c (M) Hp+1
c (U ∩ V ) · · ·

· · · Hn−p(U ∩ V ) Hn−p(U)⊕Hn−p(V ) Hn−p(M) Hn−p−1(U ∩ V ) · · ·

DU∩V DU⊕−DV DM DU∩V

such that the horizontal lines are exact. Since the vertical arrows DU , DV and DU∩V are
isomorphisms, the Five Lemma implies that DM is also an isomorphism.

Lemma 3.4. LetM be a connected n-manifold andR-orientable such thatM is the union
of a sequence of open sets U1 ⊂ U2 ⊂ · · · such that for each i ∈ N, DUi : H

p
c (Ui) →

Hn−p(Ui) is an isomorphism. So DM : Hp
c (M) → Hn−p(M) is an isomorphism.

Proof. Since M =
⋃
i∈N

Ui, given K ⊂ M compact, there is i ∈ N such that K ⊂ Ui. By

Proposition 2.12, we have

lim−−→
i∈N

Hn−p(Ui) ∼= Hn−p(M) (9)

Now consider, for each fixed i ∈ N, the sets Ai = {K ⊂ Ui | K is compact} and
A = {K ⊂ M | K is compact}. Note that A =

⋃
i∈N

Ai. In fact, given K ∈ A, there

is i ∈ N such that K ⊂ Ui, so K ∈ Ai ⊂
⋃
i∈N

Ai which implies that A ⊆
⋃
i∈N

Ai.

On the other hand, if K ∈
⋃
i∈N

Ai then there is i0 ∈ N such that K ∈ Ai0 and then

K ⊂ Ui0 ⊂
⋃
i∈N

Ui = M . Hence, K ∈ A which implies that
⋃
i∈N

Ai ⊆ A. In addition, it is

clear that Ai ⊂ Ai+1, for all i ∈ N.

We claim that for every K ∈ Ai, Hp(M | K) ∼= Hp(Ui | K). In fact, since
K ∈ Ai then K is compact. In addition, K ⊂ M and M is Hausdorff, hence K is a
closed set, and consequently, M \K is an open set in M .

Also note that asK ∈ Ai thenK ⊂ Ui ⊂M . Now, takingA = Ui andB =M\K
we have M = Ui ∪ (M \K) = int(Ui) ∪ int (M \K) = intA ∪ intB.

We also haveA∩B = (M\K)∩Ui = Ui\K. By Excision Theorem, (A,A∩B) ↪→
(M,B) induces an isomorphismHp(M,B) ∼= Hp(A,A∩B), i.e.,Hp(M | K) ∼= Hp(Ui |
K). Hence, as Hp

c (Ui) = lim−−−−→
K∈Ai

Hp(Ui | K) then

Hp
c (Ui)

∼= lim−−−−→
K∈Ai

Hp(M | K). (10)

We saw that Ai ⊂ Ai+1, for all i ∈ N. Therefore, it is possible to build (naturally)
a homomorphism ϕi+1

i : Hp
c (Ui) → Hp

c (Ui+1), such that {Hp
c (Ui), ϕ

i+1
i }i∈N is a direct
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system of abelian groups. In fact, given i ∈ N, we have that inclusion I : Ui → Ui+1

induces homomorphism
(
I i+1
i

)
∗ : Hn−p(Ui) → Hn−p(Ui+1). By hypothesis, there are

isomorphisms DUi : H
p
c (Ui) → Hn−p(Ui) and DUi+1

: Hp
c (Ui+1) → Hn−p(Ui+1). Define

ϕi+1
i = D−1

Ui+1
◦ ii+1

i ◦D(Ui).

Hn−p(Ui) Hn−p(Ui+1)

Hp
c (Ui) Hp

c (Ui+1)

(Ii+1
i )∗

DUi

ϕi+1
i

DUi+1

Of course ϕi+2
i+1 ◦ ϕi+1

i = ϕi+2
i . Therefore, {Hp

c (Ui), ϕ
i+1
i }i∈N is in fact a direct system of

abelian groups. Therefore, we can consider the direct limit of {Hp
c (Ui), ϕ

i+1
i }i∈N, namely,

lim−−→
i∈N

Hp
c (Ui). Now, for (10), we have

lim−−→
i∈N

Hp
c (Ui)

∼= lim−−→
i∈N

(
lim−→
Ai

Hp(M | K)

)
∼= lim−→

Ai

Hp(M | K)

= Hp
c (M),

i.e.,

Hp
c (M) ∼= lim−−→

i∈N
Hp
c (Ui). (11)

Now, from the hypothesis, we have DUi : H
p
c (Ui) → Hn−p(Ui) is isomorphism, for all

i ∈ N. Consider the application

{DUi} : {Hp
c (Ui), ϕ

i+1
i }i∈N → {Hn−p(Ui),

(
ji+1
i

)
∗}i∈N.

It is possible to show that the diagram

Hp
c (Ui) Hn−p(Ui)

Hp
c (Ui+1) Hn−p(Ui+1)

DUi

ϕi+1
i (ji+1

i )∗

DUi+1

is commutative. Therefore, {DUi} is a morphism between direct systems and therefore
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induces a morphism

lim−−→
i∈N

DUi : lim−−→
i∈N

Hp
c (Ui) → lim−−→

i∈N
Hn−p(Ui),

which, by (9) e (11), we can rewrite as

lim−−→
i∈N

DUi : H
p
c (M) → Hn−p(M).

By Corollary 2.6, lim−−→
i∈N

DUi ({x}) = DUi ({x}), for all {x} ∈ Hp
c (M). Thus, if x ∈

Hp(Ui | K) then DUi({x}) = µK ⌢ x. Since Hp(Ui | K) ∼= Hp(M | K) then
x ∈ Hp(M | K) and consequently, DM({x}) = µK ⌢ x. Therefore, lim−−→

i∈N
DUi({x}) =

DM({x}), for all {x} ∈ Hp
c (M) which implies that DM = lim−−→

i∈N
DUi . Hence, once each

DUi : H
p
c (Ui) → Hn−p(Ui) is an isomorphism, Corollary 2.10 implies that lim−−→

i∈N
DUi is an

isomorphism. Consequently,

DM : Hp
c (M) → Hn−p(M)

is an isomorphism.

Proposition 3.5. The dual map DRn : Hp
c (Rn) → Hn−p(Rn) is an isomorphism, for all

p ∈ Z+.

Proof. Suppose initially that p ̸= n. Thus n− p ̸= 0 and Hn−p(Rn) = 0. So, Proposition
2.28 implies that Hp

c (Rn) = 0. Therefore, DRn : Hp
c (Rn) → Hn−p(Rn) is trivially an

isomorphism. Let us check the case n = p. We have n − p = 0 which implies that
Hn−p(Rn) = H0(Rn) ∼= Z. Furthermore, DRn = lim−−−→

K∈A
DK , where

DK : Hn(Rn | K) → H0(Rn)

φ 7→ µK ⌢ φ

for all K ∈ A. By Proposition 2.28, DRn = lim−−→
l∈N

DB[0,l], where in

DB[0,l] : H
n(Rn | B[0, l]) → H0(Rn)

φ 7→ µB[0,l] ⌢ φ.

We claim that DB[0,l] is an isomorphism, for all l ∈ N. In fact, consider the generator
µB[0,l] ∈ Hn(Rn | B[0, l]). It is possible to find a generator gB of Hn(Rn | B[0, l]) ∼=
HomZ(H

n(Rn | B[0, l]),Z) such that the cocycle that represents gB take value 1 over the
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cycle it represents µB[0,l]. Therefore, the definition of cap product implies

DB[0,l](gB) = µB[0,l] ⌢ gB = gB(µB[0,l]) · µB[0,l]|[vn]
= µB[0,l]|[vn]

= 1.

In other words, DB[0,l] takes generator to generator. Since H0(Rn) ∼= Z ∼= Hn(Rn |
B[0, l]), then DB[0,l] is an isomorphism.

Finally, by Corollary 2.10 we have DRn is an isomorphism.

Proposition 3.6. Suppose that M is an open subset of Rn. The dual map

DM : Hp
c (M) → Hn−p(M)

is an isomorphism. Consequently, the result holds if M is a countable (finite or infinite)
union of open sets homeomorphic to Rn.

Proof. Let Ui be a limited convex open set1 of Rn. Once Ui is homeomorphic to Rn, by
Proposition 3.5 the dual map DUi : H

p
c (Ui) → Hn−p(Ui) is an isomorphism. Now, let Ui

and Uj be convex open sets with i ̸= j. Since Ui ∩ Uj is also a convex open set, the dual
maps DUi , DUj e DUi∩Uj are isomorphisms and then Lemma 3.3 ensures that DUi∪Uj is an
isomorphism. Now, if we define Wk = U1 ∪U2 ∪ · · · ∪Uk, where Up is a convex open set
for all p = 1, . . . , k, using induction over k, the result is also true for Wk.

Now consider open disks E(a, ϵ), where a has rational coordinates and ϵ > 0 is
rational. We know that the collection {E(a, ϵ)}a∈Rn,ϵ∈Q∗

+
forms a basis for the topology

of Rn. Once M is an open set of Rn, we can find a collection of open convex sets
U1, U2, . . . such that M =

⋃∞
i=0 Ui. If Wk =

⋃k
i=0 Ui then Wi ⊂ Wi+1 and we can rewrite

M =
⋃∞
i=0Wk.

Once DWk
: Hp

c (Wk) → Hn−p(Wk) is an isomorphism, for all k ∈ N, Lemma 3.4
implies the dual map

DM : Hp
c (M) → Hn−p(M)

is an isomorphism.

Now, supposeM is a finite or infinite countable union of open sets homeomorphic
to Rn. Just use arguments similar to those used in the previous case, replacing the terms
“limited convex open” by “open set of Rn”.

Finally, we present the proof of Poincaré’s Duality:

1For example, an open ball.
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Proof of Poincaré Duality: The case M = Rn is a consequence of Proposition 3.5. The
Poincaré Duality version for closed manifolds and for non-compact manifolds with an
countable base for their respective topologies is a consequence of Proposition 3.6, once
in the latter case we can cover M with an countable family of open homeomorphisms to
Rn.

Next, we prove the case where M is an arbitrary non-compact manifold. Then we
use Zorn’s Lemma. Define the following collection:

IM := {U open set of M |DU : Hp
c (U) → Hn−p(U) is isomorphism} .

Note that by taking an open set U ⊂M such that U is homeomorphic to Rn, Proposition
3.5 implies thatDU is an isomorphism, and thenU ∈ IM . Consequently, IM is non-empty.
It is also clear that IM is partially ordered by inclusion.

Let TM ⊂ IM be a subset of IM totally ordered. Define L :=
⋃
U∈TM U . By

Lemma 3.4, L ∈ IM , furthermore, for all U ∈ TM , we have U ⊂ L which implies that
L is a upper quota for TM . By Zorn’s Lemma, IM has a maximal element, let us say M̃ .
Since M̃ ∈ IM , we have that M̃ is an open set of M and DM̃ : Hp

c (M̃) → Hn−p(M̃) is
an isomorphism.

If M ̸= M̃ , we can choose x ∈ M \ M̃ and an open neighborhood V of x
homeomorphic to Rn. By Propositions 3.5 and 3.6, the dual maps DV and DM̃∩V are
isomorphisms. Consequently, DM̃∪V is also an isomorphism by Lemma 3.3.

On the other hand, since M̃ ∪ V is an open set of M hence M̃ ∪ V ∈ IM , which
contradicts the maximality of M̃ . Therefore, M = M̃ e DM : Hp

c (M) → Hn−p(M) is an
isomorphism.

3.2. Lefschetz duality

We consider a compact n-manifold M with boundary ∂M = A ∪ B, where A and B are
compact (n−1)-dimensional manifolds. The following theorem is a version of Poincaré’s
Duality for this case. Whenever A = ∅ ou B = ∅, this version is known as Lefschetz
duality. More precisely:

Theorem 3.7 (Lefschetz duality). Let M be an R-orientable compact n-manifold with
boundary such that ∂M can be decomposed as the union of two (n − 1)-manifolds2 A

and B, compact and with common border ∂A = ∂B = A ∩ B. If we consider the

2We consider the possibility of that A,B or A ∩B are empty sets.
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fundamental class [M ] ∈ Hn(M,∂M,R), then homomorphism

DM : Hp(M,A;R) → Hn−p(M,B;R)

φ 7→ DM(φ),

given by DM(φ) = [M ]⌢ φ is an isomorphism, for each p ∈ Z+.

Proof. Note initially that the dual map DM is well defined. In fact, since M is R-
orientable, thenM \∂M is alsoR-orientable. Thus, Lemma 2.23 guarantees the existence
of a fundamental class relative to [M ] in Hn−p(M,∂M,R) which provides guidance at
each point of M \∂M . Now, just consider the more general form cap product and use the
collar neighborhoods of ∂A, ∂B and ∂M . For more details, one can see [16].

We prove the result is true for the case B = ∅. We have ∂M = A ∪ B = A

and ∂A = ∂B = ∅, that is ∂M has no boundary and Hp(M,A,R) = Hp(M,∂M,R).
Once M is compact with boundary, then ∂M has a collar neighborhood in M and, con-
sequently, Hp(M,∂M,R) ∼= Hp

c (M \ ∂M,R). Now, we use Theorem 3.1, to guar-
antee the isomorphism Hp

c (M \ ∂M,R) ∼= Hn−p(M \ ∂M,R). Thus, we conclude
that Hp(M,A,R) ∼= Hn−p(M \ ∂M,R). Once Hn−p(M \ ∂M,R) ∼= Hn−p(M,R) =

Hn−p(M, ∅, R) = Hn−p(M,B,R), the result is true for B = ∅.

The general case reduces to the case where B = ∅, by applying the Five Lemma
to the following diagram (to simplify the notation we omit the ring R):

· · · Hp(M,∂M) Hp(M,A) Hp(∂M,A) Hp+1(M,∂M) · · ·

Hp(B, ∂B)

· · · Hn−p(M) Hn−p(M,B) Hn−p−1(B) Hn−p−1(M) · · ·

DM

∼=

DB

where the top line is the exact sequence in cohomology of the triple (M,∂M,A) and the
bottom line is the exact sequence of the pair (M,B) for the homology.

We write ∂M = (A ∪ B) ∪ C, where C = ∅. We have ∂(A ∪ B) = ∂(∂M) =

∅ = ∂C. Since (A∪B)∩C = ∅ then ∂(A∪B) = ∂C = (A∪B)∩C. For the previous
case, the result is true for C = ∅, thus the dual map

Hp(M,A ∪B,R) → Hn−p(M,R)

φ 7→ [M ]⌢ φ
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is an isomorphism, i.e., Hp(M,∂M,R) ∼= Hn−p(M,R). Likewise, DB :

Hp(B, ∂B,R) → Hn−p−1(B,R) is an isomorphism. On the other hand, we know that
∂M = A ∪ B. Using collar neighborhood, we can assume that A and B are open sets
in ∂M and consider the inclusion (B,B ∩ A) → (∂M,A). By Excision Theorem,
Hp(B,B ∩ A,R) ∼= Hp(∂M,A,R). Since B ∩ A = ∂B, one has Hp(∂M,A,R) ∼=
Hp(B, ∂B,R). Therefore, the composition

Hp(∂M,A) Hp(B, ∂B) Hn−p−1(B)
∼=

is an isomorphism. Once the diagram commutes, Five Lemma implies the dual map DM

is an isomorphism.

3.3. Alexander duality

Fifteen years after the proof of the first version of Poincaré Duality, [4], Alexander guar-
antees in [17, 18] that the homology was independent of triangulation. Consequently, it
holds for combinatorial manifolds. In [5], Alexander gave a new proof and generalized the
Jordan-Brouwer Separation Theorem, nowadays known as Alexander Duality. Alexander
ensured the existence of an isomorphism between a homology group of the complement
of a compact set K in a sphere Sn and a cohomology group of K. More precisely:
Theorem 3.8 (Alexander Duality). If K ⊂ Sn is a proper subspace of Sn, such that K is
non-empty, compact and locally contractible, then Hp(S

n \K;Z) ∼= Hn−p−1(K,Z), for
all p ∈ Z+.

Proof. We present a proof just for the case where p ̸= 0. The case p = 0 is simpler
and is left to the reader (an idea of the proof can be found for example in [15]). So,
after supposing p ̸= 0, we hide the ring of coefficients Z, for simplicity. Let A :=

{U open set of Sn |K ⊂ U}. For Poincaré Duality, we have

Hp(S
n \K) ∼= Hn−p

c (Sn \K). (12)

Furthermore, by defining B := {L ⊂ Sn \K |L is compact}, we have

Hn−p
c (Sn \K) = lim−−−→

L∈B
Hn−p((Sn \K) | L). (13)

WriteKc := Sn\K and define Ã := {L ⊂ Kc : L is compact}. Note initially that
there is a bijection between the sets Ã andA. In fact, givenL ∈ Ã, we haveL ⊂ Kc which
implies that K = (Kc)c ⊂ L. Since L is compact then Lc is an open set in Sn, therefore
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Lc ∈ A. On the other hand, given U ∈ A then K ⊂ U and hence U c ⊂ Kc. Now, U c

is a closed set in Sn which implies that U c is compact and thus U c ∈ Ã. Therefore, the
association U 7→ U c is a bijection. Consequently, we can write

lim−−→
L∈Ã

Hn−p((Sn \K) | L) = lim−−−→
U∈A

Hn−p((Sn \K) | U c) = lim−−−→
U∈A

Hn−p(Sn \K,U \K).

Since K is a closed set, U is an open set and K ⊂ U , by Excision theorem we
have Hn−p(Sn \K,U \K) ∼= Hn−p(Sn, U), for all U ∈ A. Thus,

lim−→
A

Hn−p(Sn \K,U \K) ∼= lim−→
A

Hn−p(Sn, U). (14)

Given U ∈ A, consider the exact long sequence of the pair (Sn, U):

· · · Hn−p−1(Sn) Hn−p−1(U) Hn−p(Sn, U) Hn−p(Sn) · · ·

Since p ̸= 0 then Hn−p(Sn) = 0, therefore Hn−p−1(U) ∼= Hn−p(Sn, U), for all U ∈ A.
Consequently, we have

lim−→
A

Hn−p(Sn, U) = lim−→
A

Hn−p−1(U). (15)

We show that lim−→
A

H i(U) = H̃ i(K), for all i ∈ Z+. Let K be a subset of compacting Sn

of Rn and any i ∈ Z+. Since K is locally contractible then it is also a retract of some
neighborhood3 U0 in Sn. To compute the direct limit, we can restrict attention to the open
set U ∈ A such that U ⊂ U0. Consequently,

lim−→
A

H i(U) ∼= lim−−−−−−−−→
U∈A,U⊂U0

H i(U) = lim−→
A′
H ′(U),

where A′ = {U ∈ A : U ⊂ U0}. Note that, given U ∈ A′, we have that K is a retract of
U . In fact, since K is a retract of U0, there is a retraction γU0 : U0 → K. Since U ⊂ U0

and K ⊂ U , we can consider the restriction γU = γU0|U : U → K. Therefore γU is a
retraction. With this, we can show that the restriction morphism

Θ : lim−→
A′
H ′(U) → H ′(K)

3A compact subspace K ⊂ Rn is a retract of some neighborhood in Rn if and only if K is locally
contractible, see [15, Teorema A7].
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is surjective, injective, and therefore an isomorphism. Therefore,

lim−→
A

H i(U) = lim−→
A′
H i(U) ∼= H i(K). (16)

Finally, the sequence of isomorphisms

Hp(S
n \K)

(12)∼= Hn−p
c (Sn \K)

(13)∼= lim−→
A

Hn−p(Sn \K,U \K)

(14)∼= lim−→
A

Hn−p(Sn, U)

(15)∼= lim−→
A

Hn−p−1(U)

(16)∼= Hn−p−1(K),

shows that the result is true for p ̸= 0, as we wanted to show.

The next type of duality is useful in the topological classification of the link of the
singularity at the origin. See Lemma 4.7 for more details.
Theorem 3.9. Let M be a orientable n-manifold and K ⊂ M a compact, locally con-
tractible subspace. There are isomorphisms Hp(M | K) ∼= Hn−p(K), for all p ∈ Z.

Proof. Let U be an open neighborhood of K in M and V the complement of a compact
set in M . We assume U ∩ V = ∅. By Excision Theorem, we have

Hp(M | K) ∼= Hp(U | K). (17)

If we consider A = U , B = V , we have that A ∪ B is the union of open sets.
Consequently, (A ∪ B,A,B) is an excisive triad. In addition, A ∩ B = U ∩ V = ∅ and
again by Excision Theorem, the inclusion of pairs (A,A ∩ B) ↪→ (A ∪ B,B) induces a
isomorphism Hn−p(A ∪B,B) ∼= Hn−p(A,A ∩B). Therefore,

Hn−p(U ∪ V, V ) ∼= Hn−p(U, ∅) ∼= Hn−p(U). (18)

Now consider the exact homology sequence of the pair (M,M \K):

· · · Hp(M \K) Hp(M) Hp(M | K) ∼= Hp(U | K) · · ·

Also consider the triple (M,U ∪ V, V ) and the inclusions
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(U ∪ V, V ) (M,V ) (M,U ∪ V ).I J

These inclusions induce an exact sequence in cohomology

Hn−p(M,U ∪ V ) Hn−p(M,V ) Hn−p(U ∪ V, V ) ∼= Hn−p(U).

Now, considering the isomorphisms in (17, 18) and cap product with the funda-
mental class of M , we obtain the commutative diagram below:

· · · Hn−p(M,U ∪ V ) Hn−p(M,V ) Hn−p(U) · · ·

· · · Hp(M \K) Hp(M) Hn(U | K) · · ·

M⌢ M⌢

By Poincaré Duality, taking the direct limit on U ⊃ K and V , the first two vertical
arrows become isomorphisms

Hn−p
c (M \K) Hn(M \K)∼=

and

Hn−p
c (M) Hp(M).∼=

Considering the commutative diagram above and the vertical isomorphisms, the
Five Lemma guarantees that for U open set in M , we have an isomorphism

Hp(M | K) ∼= lim−−−→
U⊃K

Hn−p(U). (19)

Note that K is a retract of a neighborhood U0 of M . In fact, in order to obtain a
retraction, we initially built a map M ↪→ Rs that is a topological embedding in the neigh-
borhood of the compact set K, with s sufficiently large. So, without loss of generality, we
can consider K as a compact of Rn, locally contractible. Consequently, K is a retract of
some neighborhood of Rn.

Now, we follow the same steps used in the proof of Theorem 3.8, to obtain the
isomorphism lim−−−→

U⊃K
Hn−p(U) ∼= Hn−p(K), and therefore the desired result follows from

(19).
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4. The exotic n-spheres

In [10], Milnor presented the first seven examples of 7-dimensional exotic spheres, which
give rises to questions related to the existence of extra exotic structures over 7-sphere,
and also about exotic structures on spheres in other dimensions. Several techniques were
developed and published, for instance [13, 19, 20, 14, 21, 22, 23, 16].

In [13], for the case n ≥ 5, Kervaire and Milnor studied the group of h cobordism
classes of oriented homotopy of n-spheres Θn, which is finite and abelian. For n ̸= 4,
it is well known that Θn is isomorphic to the group of equivalence classes of smooth
structures on n-spheres, which is the classes of oriented smooth n-manifolds which are
homeomorphic to the n-sphere, taken up to orientation-preserving diffeomorphism, and
the operation is the connected sum (for more details, see [24]). Consequently, the proper-
ties of Θn provide a remarkable knlowledge about the existence of n-dimensional exotic
spheres. For instance, concerning to the order of Θn, we already know that |Θk| = 1,
for k ∈ {1, 2, 3, 5, 6, 12, 61}, i.e, each of S1, S2, S3, S5, S6, S12 and S61 only has a
unique smooth structure. On the other hand, |Θ15| = 16256, i.e., S15 admits 16255 exotic
structures. For more details, see [19, 20].

Also in [13], Kervaire and Milnor ensure the existence of the cyclic subgroup of
classes of homotopy n-spheres bPn+1 ⊂ Θn that bound parallelizable manifolds (which
are manifolds with trivial tangent bundle). It is trivial if n is even. If n ≡ 1 mod 4, it has
order 1 or 2. More precisely, in [25] Browder proved that it has order 2 if n ≡ 1 mod 4

is not of the form 2k − 3.

Motivated by work [21], Egbert Brieskorn introduced in [22] and [23] the
Brieskorn-Pham manifolds, which are example of exotic spheres. Brieskorn considered
a complex analytic variety V of complex dimension n in some affine space CN , with a
unique singular point at P , defined by one single equation, i.e., a singular complex hyper-
surface V . Its link K := V ∩S2N−1

ϵ , which is independent of ϵ > 0 sufficiently small (up
to isotopies), is a Brieskorn-Pham manifold, as the next theorem shows (here we use the
same statement as in [26]):

Theorem 4.1. [23] Every exotic sphere of dimension m = 2n − 1 > 6 that bounds a
paralelizable manifold is the link K of some singular complex hypersurface of the form
za11 + za22 + · · ·+ z

an+1

n+1 = 0, for some appropriate integers aj ≥ 2, j = 1, · · · , n.

For instance, all the 28 possible smooth structures on the oriented 7-sphere (in-
cluding the standard euclidean sphere), which bound a parallelizable manifold, are given
by the links of the singular complex hypersurface of the form z21+z

2
2+z

2
3+z

3
4++z6p−1

5 =

0, where p = 1, 2, · · · , 28.
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4.1. The link as a homotopy sphere

Let f : U ⊂ Cn+1 → C be a representative of an analytic complex germ with U an open
set in Cn+1, f(0) = 0 and Vf = f−1(0). Consider the setKε = Vf∩S2n+1

ε , which is called
the link of the singularity at the origin. In [14], Milnor improved techniques developed
by Pham, Brauner, Brieskorn, and Hirzebruch to find conditions under which the link Kε

is a representative of an equivalent class of smooth structure on n-spheres which bound
a parallelizable manifold. Namely, an element of the cyclical subgroup bPn+1 ⊂ Θn

formed by the homotopy classes of n-spheres that bound parallelizable manifolds. More
precisely, Milnor proved the following results.
Proposition 4.2. [14, Corollary 2.9] There exists small enough ε0 > 0 so that every
sphere S2n+1

ε ⊂ Cn+1 centered at 0 ∈ Cn+1 with 0 < ε ≤ ε0, intersects Vf \ {0}
transversally. Moreover, there is a smooth 1-parameter family of diffeomorphisms {γt},
t ∈ [0, ε), such that γ0 is the identily and if S2n+1

ε−t denotes the sphere of radius ε− t, then
each γt carries the pair (S2n+1

ε , Kε) into (S2n+1
ε−t , Kε−t).

As we just have seen, once the link of the singularity at the origin Kε is indepen-
dent of the radius ε (up to diffeomorphisms), we start to denote it only by K.
Theorem 4.3 (Milnor fibration - Complex case). Let f : (Cn+1, 0) → (C, 0) be a complex
analytic map germ. There exists a small enough real number ϵ0 > 0 such that for any
0 < ϵ ≤ ϵ0,

ϕ :=
f

∥f∥
: S2n+1

ε \K → S1 (20)

is a smooth projection of a locally trivial fiber bundle, which is independent of the choices
of small enough ε > 0, up to diffeomorphisms. Each fiber Fθ = ϕ−1

(
eiθ

)
, where eiθ ∈

S1, is a smooth parallelizable manifold (2n)-dimensional, with the homotopy type of a
n-dimensional CW-complex.

Besides, whenever the origin is an isolated critical point of f , Milnor associated
for it a multiplicity denoted by µ(f), later named by several authors the Milnor number
of the singularity, given by the topological degree of the map

ϵ
∇f
∥∇f∥

: S2n+1
ϵ → S2n+1

ϵ ,

and proved the following result.
Theorem 4.4. Let f : (Cn+1, 0) → (C, 0) be a complex analytic map germ with isolated
critical point at the origin. Then each fiber Fθ has the same homotopy type of a bouquet
of n-dimensional spheres

∨µ(f)
i=1 S

n
i , with µ(f) spheres on the bouquet. Each fiber can be

considered as the interior of a smooth compact manifold with boundary, F̄θ = Fθ ∪ K,
where the common boundary K is an (n − 2)-connected compact manifold (2n − 1)-
dimensional.
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In other words, all the fibers Fθ, fit around their common boundary K and the
smooth manifold K is connected if n = 2, and simply connected if n ≥ 3.

Therefore, the fact the fibers Fθ be parallelizable manifolds together with Theorem
4.4 give that the link K represents an element of the subgroup bP2n, provided K is a
homotopy sphere.

Now we present relations between the Poincaré Duality and the study of the ex-
istence of exotic structures on spheres. We recall some conditions (such as sufficiency,
necessity, and computability) found by Milnor so thatK be homeomorphic to the (2n−1)-
sphere and, consequently, a homotopy sphere (see [14, Chapter 8]).

In the following, we assume that f : (Cn+1, 0) → (C, 0) is a complex analytic
map germ with isolated critical point at the origin and n ≥ 1. Recall that a homology
sphere is a d-dimensional manifold having the homology groups of a d-sphere.

Lemma 4.5. For n ̸= 2, the link K is homeomorphic to the (2n− 1)-sphere if and only if
it is a homology sphere.

Proof. First we consider the case n ≥ 3. If K has the homology of the sphere, one has
that

H̃j(K,Z) ∼= H̃j(S
2n−1,Z) =

Z, if j = 2n− 1

0, if j ̸= 2n− 1
.

Since Moore spaces are unique4, (up to homotopy), one concludes that K and S2n−1 are
homotopy equivalent. Thus, Theorem 4.4 implies that the compact manifold K is simply
connected with dimension 2n−1 ≥ 5. Therefore, by the generalized Poincaré conjecture,
K is homeomorphic to a sphere S2n−1.

Next, assume that n = 1. One has H̃1(K) ∼= Z and H̃j(K) ≇ Z, for all j ̸=
1. Therefore, it follows from the classification of low dimension manifolds that K is
homeomorphic to S1.

The converse is trivial.

Remark 4.6. As explained by Milnor in [14], if we consider n = 2 and the Brieskorn
polynomial f(z1, z2, z3) = z21+z

3
2+z

5
3 , Hirzebruch points out that the corresponding link

K is a homology 3-sphere, but |π1(K)| = 120. Therefore, K cannot be homeomorphic
to S3. Consequently, for n = 2 the corresponding statement to Lemma 4.5 is false.

Lemma 4.7. For n ̸= 2 the link K is homeomorphic to the (2n− 1)-sphere if and only if
the reduced homology group H̃n−1(K) is trivial.

4See [15, p.368]
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Proof. As we have seen, the link K is a orientable and compact manifold (2n − 1)-
dimensional. So, the Poincaré’s Duality implies Hq(K) ∼= H2n−1−q(K) and Theorem 3.9
ensures that H(2n+1)−q(Sε | K) ∼= Hq(K). Hence, after rewriting i+2 = 2n− q+1, one
has

Hi(K) ∼= Hi+2(Sε | K),

for all i.

Consider the exact sequence of the pair (Sε, Sε \K):

· · · Ht(Sε \K) Ht(Sε) Ht(Sε | K) Ht−1(Sε \K) · · ·

One has that Sε \ K is a CW -complex such that dim(Sε \ K) ≤ n + 1. Therefore,
Ht(Sε \ K) = 0, for all t > n + 1 and Ht(Sε) ∼= Ht(Sε, Sε \ K) for all t > n + 1.
Consequently,

Ht−2(K) ∼= Ht(Sε),

for all t ≥ n+ 2 and one has:

Hj(K) ∼=


0, if n ≤ j ≤ 2n− 2 (n+ 2 ≤ t ≤ 2n)

Z, if j = 2n− 1 (t = 2n+ 1)

0, if j > 2n− 1 (t > 2n+ 1)

.

Now, Theorem 4.4 implies that K is connected if n = 2, and simply connected if n ≥ 3,
which implies that H0(K) ∼= Z.

By Hurewicz’s Isomorphism Theorem, Hj(K) = 0, for all j < n − 1 and by
hypothesis, Hn−1(K) = 0. Therefore,

Hj(K) ∼=

Z, if j = 0 e j = 2n− 1

0, if j ∈ Z \ {0, 2n− 1}
.

Where one does conclude that K is a homology sphere. Now, the result follows from
Lemma 4.5.

Next, choose an orientation for the 2n-dimensional orientable manifold Fθ and
consider, for any two n-dimensional homology class α, β ∈ Hn(Fθ), the intersection
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number s(α, β). Now, one can to consider the intersection pairing

s : Hn(Fθ)⊕Hn(Fθ) → Z

α⊕ β 7→ s(α, β).

For more detail, see [27, p.59].
Lemma 4.8. For n ̸= 2 the link K is homeomorphic to the (2n− 1)-sphere if and only if
the intersection pairing

s : Hn(Fθ)⊕Hn(Fθ) → Z

α⊕ β 7→ s(α, β),

has determinant ±1.

Proof. Consider the exact sequence in homology of the pair (F̄θ, K):

Hn(F̄θ) Hn(F̄θ, K) Hn−1(K) Hn−1(F̄θ)
j∗ ∂

Since Fθ is (n − 1)-connected, the Hurewicz Theorem implies that Hq(Fθ) = 0,
for all q ≤ n− 1. Consequently, 0 = Hn−1(Fθ) ∼= Hn−1(F̄θ). Hence, the exact sequence
in homology of the pair (F̄θ, K), becomes:

Hn(F̄θ) Hn(F̄θ, K) Hn−1(K) 0
j∗ ∂

Now, the Poincaré Duality ensure that

H2n−q(F̄θ, K) ∼= Hq(F̄θ),

for all integer q. After choose q = n, one has

Hn(F̄θ, K) ∼= Hn(F̄θ). (21)

Since Hn(F̄θ) ∼= Hn(Fθ) ∼=
⊕µ

i=0 Z and Hn−1(F̄θ) = 0, then Universal Coeffi-
cient Theorem for Homology guarantees that

Hn(F̄θ) ∼= Ext(Hn−1(F̄θ),Z)⊕ Hom(Hn(F̄θ),Z) ∼= 0⊕ Hn(F̄θ)

Torsion
(
Hn(F̄θ)

) ∼= Hn(F̄θ).

Therefore, the above sequence of isomorphisms and (21) imply Hn(F̄θ, K) ∼=
Hn(F̄θ). Consequently, one concludes that Hn(F̄θ, K) is torsion free, has rank µ and:
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(i) the intersection pairing

s′ : Hn(F̄θ, K)⊕Hn(F̄θ) → Z

α⊕ β 7→ s′(α, β),

has determinant ±1,

(ii) s(α, β) = s′(j∗(α), β).

Let us assume that K is homeomorphic to the (2n − 1)-sphere. In this case,
K is a homological sphere and the equality Hn−1(K) = Hn(K) = 0, implies that
j∗ : Hn(F̄θ) → Hn(F̄θ, K) is an isomorphism. Since Hn(Fθ) ∼= Hn(F̄θ), after identi-
fying α ≡ j∗(α), one has s(α, β) = s′(α, β). Consequently, condition (i) implies that
determinant of s is ±1.

Conversely, assume that the determinant of s is ±1. Hence, j∗ is an isomorphism
and using the exact sequence in the homology of the pair (F̄θ, K), we conclude that the
manifold K is a homological sphere. Now, the result follows from Lemma 4.5.

The last result is a computational criterion that helps us to decide when the link is
homeomorphic to the sphere. Before, let us consider the following definition.

Definition 4.9. Consider the monodromy of the locally trivial fiber bundle (20) and the
induced representation in the middle homology of the fiber F0 = ϕ−1(1):

h∗ : Hn(F0) → Hn(F0).

The characteristic polynomial of the monodromy is given by ∆(t) = det(tI∗ − h∗). It
can also be called characteristic polynomial of the typical fiber.

Remark 4.10. Note that ∆(t) is a polynomial of the form tµ + a1t
µ−1 + · · ·+ aµ−1t± 1,

with integer coefficients.

Theorem 4.11. For n ̸= 2 the link K is homeomorphic to the (2n−1)-sphere if, and only
if

∆(1) = ±1.

Proof. Wang’s Lemma implies the exactness of the following sequence

· · · Hn+1(Sε \K) Hn(F0) Hn(F0) Hn(Sε \K) · · ·h∗−I∗
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The Alexander’s Duality ensure that

Hn+1(Sε \K) ∼= H(2n−1)−(n+1)−1(K) = Hn−1(K).

On the other hand, by Poincaré Duality one has the following isomorphism

Hn−1(K) ∼= H(2n−1)−(n−1)(K) = Hn(K).

Consequently, Hn+1(Sε \K) ∼= Hn(K) = 0 and one can rewrite the exact sequence

0 Hn(F0) Hn(F0) Hn−1(K).
h∗−I∗

Thus, Lemma 4.7 implies that the previous exact sequence becomes

0 Hn(F0) Hn(F0) 0,
h∗−I∗

(i.e., h∗ − I∗ is isomorphism and det(I∗ − h∗) is invertible), if and only if K is homeo-
morphic to the (2n − 1)-sphere. Since det(I∗ − h∗) ∈ Z, then it is invertible if and only
if det(I∗ − h∗) = ±1. Therefore, K is homeomorphic to the (2n− 1)-sphere if and only
if, ∆(1) = ±1.

We finish this paper by presenting Kervaire’s exotic 9-sphere.
Example 4.12. Consider the Brieskorn-Pham polynomial f(z1, . . . , zn+1) = za11 + za22 +

· · · = z
an+1

n+1 , with a1 = · · · = an = 2 and an+1 = 3. It is possible to show that
∆(t) = t2− t+1, for n odd. Consequently, one has ∆(1) = 1 and Theorem 4.11 ensures
that the manifoldK is homeomorphic to the (2n−1)-sphere, with 2n−1 = 1, 5, 9, 13, . . ..

Since f has isolated critical point at the origin, the Theorem 4.4 ensure that K
represent a element of the subgroup bP2n ⊂ Θ2n−1. As we have seen, |Θ1| = 1 and
|Θ5| = 1 that is, the spheres S1 and S5 have a single smooth structure, not allowing exotic
structures. Then for the cases n = 1 and n = 3, the manifold K is diffeomorphic to the
standard sphere S1 or S5. But, for n = 5 one can use the Kervaire invariant c(F0) ∈ Z2 to
ensure that the 9-dimensional manifold K is diffeomorphic to Kervaire’s exotic 9-sphere.
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[25] Browder W. The Kervaire invariant of framed manifolds and its generalization.
Annals of Mathematics. 1969:157-86.

[26] Seade J. On Milnor’s fibration theorem and its offspring after 50 years. Bulletin of
the American Mathematical Society. 2019;56(2):281-348.

[27] Griffiths P, Harris J. Principles of algebraic geometry. John Wiley & Sons; 2014.

98


	Introduction
	Preliminaries
	Direct Systems
	Orientable manifolds and the fundamental class
	Cohomology with compact support

	The Poincaré Duality and its variations
	Poincaré Duality
	Lefschetz duality
	Alexander duality

	The exotic  n -spheres
	The link as a homotopy sphere


